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PROPERTIES OF BAYES SEQUENTIAL TESTS

By R. H. BErk', L. D. BROWN? AND ARTHUR COHEN®

Rutgers University, Cornell University, and Rutgers University

Consider the problem of sequentially testing composite, contiguous hy-
potheses where the risk function is a linear combination of the probability of
error in the terminal decision and the expected sample size. Assume that the
common boundary of the closures of the null and the alternative hypothesis
is compact. Observations are independent and identically distributed. We
study properties of Bayes tests. One property is the exponential boundedness
of the stopping time. Another property is continuity of the risk functions. The
continuity property is used to establish complete class theorems as opposed
to the essentially complete class theorems in Brown, Cohen and Strawderman.

1. Introduction and Summary. Consider the problem of sequentially testing com-
posite contiguous hypotheses where the risk function is a linear combination of the
probability of error in the terminal decision and the expected sample size. Assume that the
common boundary of the closures of the null and the alternative hypothesis is compact.
The observations are independent and identically distributed. We study properties of
Bayes tests. One property which is defined below is the exponential boundedness of the
stopping time. This is a desirable property of a test and has been studied for many
sequential tests by Wijsman (1979).

Another property to be studied is continuity of the risk functions. This property is of
interest in its own right and in addition is used to establish complete classes of tests as
opposed to essentially complete classes of tests as discussed in Brown, Cohen, and
Strawderman (1980).

The first result obtained is that under mild conditions, for parameter points in the
support of the prior distribution, there exists a neighborhood of the point, such that the
stopping time for the Bayes test is uniformly exponentially bounded for all parameter
points in the neighborhood. This fact can be used to prove that the risk functions are
continuous in neighborhoods of points in the support of the priors. This result, in turn,
gives the desired improvements in the complete class theorem.

Under additional assumptions it is possible to prove the above results on exponential
boundedness and continuity for all points in the parameter space, not only for points in
the support of the prior. As examples that satisfy all the assumptions, we can cite most of
the one dimensional exponential family distributions in which one-sided or two-sided tests
are considered. For the first set of results, (those without the additional assumptions) some
multivariate, multiparameter distributions, and a wide variety of hypotheses satisfy the
required assumptions.

Preliminaries are given in Section 2 while exponential boundedness and continuity are
studied in Section 3.

2. Preliminaries. Let X, X, X;,--- be a sample sequence of independent and
identically distributed random variables. Let X = (X3, Xz, ---), X, = (X1, Xz, - - -, X;), and
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denote the realized sequences by x = (x, X3, - - -) and X; = (x1, X, - - -, x;). We assume that
there is a o-finite measure u which dominates the family {Py(-), § € @} of probability
measures for X in the following sense: for each j = 1, 2,- - -, over the o-field generated by
X, the measure P, is dominated by u. Write f;; = dPs/du relative to this o-field. Note that
if p(x| @) is the density of x relative to du, then fo = p(x|8) and fo.(x,) =]]%1 p(x:] 6).
Assume that the support of the density does not depend on 6. (Some cases where the
support depends on @ can be treated with separate special but similar type arguments.)
The parameter § € © and O is a measurable subset of R". The space of the null hypothesis
is ®; C O and that of the alternative is ®; C 0. Assume ® = ©; U ©,. The closures of O,
and ©; are denoted by ©; and ®; respectively. Let 2 =0, n ©, and A = ® U Q. Assume
{Ps, § € ©} can be extended to a family {Py, § € A} and that the families of densities fs,
8 € A exist and have the properties to be specified later. A prior probability measure on
0 is denoted by I'(-); I'x(-) represents the sequence of posterior distributions, where for a
measurable set A C ©,

(2.1) Tn(4) = f fon(xn)T(dB)/ f fon(%2)T'(d6).
A e

Sometimes we express I'(:) = 7 I'i(.) + mI'2(-). Here if T is a random variable with
distribution I', then m; is the probability that T' € ®; and T'; represents the conditional
probability distribution of T, given T € ©;; I'; has a similar definition.

Let 1,(6) = n™' Y7 In[ p(X;|8)/p(X;| 0*)] where 6* is any fixed parameter point, A4(t) =
Eoln[p(X|t)/p(X]|6*)],and l(x| 8) = In[ p(x| 8)/p(x| 8*)]. For any measurable, real valued
function v, on ©, and measureable set A C ©, let I" sup4 v = sup{z:I’{t € A:v(¢) > z} > 0).
When A = O the subscript is omitted. LetAf = I" sup Ay.

The action space D consists of pairs (n, 7) where n is the value of the stopping time, N,
and 7 = 1 or 2, depending on whether 0 is accepted or rejected. The loss function, denoted
by L(0, (n, 7)) = cn if 6 € ©, and L(6, (n, 7)) = cn + 1if 0 & ©.. Here c represents the cost
of each individual observation. A decision function is denoted by &, the risk function by
R(8, 8) = E4L(6, 8) and the expected risk by EL(8, 8). R:(6, 8) denotes the restriction of the
risk when 6 € ©,. A Bayes procedure minimizes EL(f, 8) and for the loss function here a
Bayes procedure exists. (See Le Cam (1955).) The Bayes test with respect to I"' will be
denoted by &r and its stopping time by Nr.

The support of a probability measure I'(-) is defined as, supp I' = n {C:I'(C) = 1, C
closed}. A sequence of events {B,} is said to be exponentially bounded if for some a > 0,
0 < p <1, Py(B,) < ap™. The sequence is uniformly exponentially bounded for all 6 lying
in a set @ if a and p can be chosen independently of § € @. A random variable Y is
exponentially bounded if the events (| Y| > n) are.

Let

(2.2) &in(Xn) =f fon(x)T:(d6) / [m j fon(x2)T'1(d) + vrz'j fﬂn(xn)I‘Z(de):Iy
©,

so that 7;8:.(X,) represents the conditional probability that § € 0, given X, = X,. Finally
let 7.(x,) = min {m; gin(Xx):i = 1, 2} and note that 71 g1.(X,) + 7282.(X,) = 1. Also note that
if 7,(X») < ¢ then the Bayes procedure stops for such x, at stage n or before.

3. Exponentially bounded stopping times and continuity of the risk. We start
with

LeEmMA 3.1. Assume: (a) p(X|0) is continuous in 6 w.p.1. (b) For each 6 € supp T,
there is a compact set K C © and a neighborhood @ = Q(0, K) of 8 so that for some s >
0,

3.1) Sup,eq E e WPkl iX19] < o

and
3.2) EoI supugx UX |u) < A¥.
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(c) For each t € K, there is a neighborhood U = U, of t so that:
For all § € supp T, there is a neighborhood @ = Q(6, U,) of 8 so that for some s > 0,

(3.3) Supgeq E e et HX10l < o,

Then for each 6 € supp I" and neighborhood A of 0, there is a neighborhood @ = Q(6,
A) of 0 and a 8 > 0 so that (T,A° > e ™) is uniformly exponentially bounded on Q.

The proof of this lemma utilizes the following: ‘

LeEMMA 3.2. Let h be a convex function, finite on a neighborhood of zero, for which
h(0) = A’(0) = 0. Let {h,} be a sequence of convex functions for which h,(0) = 0 and

1imn—>oo hn(x) = h(x),
for all x in a neighborhood of zero. Then
R (0) = et limyyo + An(r)/r

and
hn (0) = aecflimpo — An(r)/r

both tend to zero as n — .

PROOF. A5 (0) < hn(r)/r for r > 0, so lim sup. A7(0) =< h(r)/r and therefore lim
sup, h;;(0) < A’(0) = 0. Similarly lim inf, A5 (0) = 0 and, of course, 4;(0) < A (0). O

ProoF oF LEMMA 3.1. The argument is similar to the proof of Theorem 5.3 and
Corollary 5.4 in Berk (1970a). Some modifications are needed to obtain uniform exponential
boundedness. 0

THEOREM 3.3. Assume the conditions of Lemma 3.1 hold. Also assume that sup
p(x|8) < o« for almost all x. Then for each 6 € supp T, there is a neighborhood Q, such
that Nt is uniformly exponentially bounded on Q.

ProoF. For 6 € supp T, let @ be the set whose existence is hypothesized in Lemma
3.1. First suppose that @ n ©; = & (null set), where @ is defined in Lemma 3.1. By
shrinking @ if necessary, it follows that

(3.4) P{mgi(X,)>1—e™} >1—ap”
for all g€Q. Thé equation (3.4) implies that for all ¢g€Q and n sufficiently large
(3.5) P (X)) <c} >1-—ap”

The equation (3.5) in turn implies that the probability that the Bayes test stops after stage
n is less than ap™. Hence Nr is uniformly exponentially bounded on . The same reasoning
applies when @ N ©; = @. If § € © but is only in the support of I'; or I'; then similar
reasoning applies. The last case to consider is when 6 € £ and in the support of both I';
and I',. In this case we apply Lemma 3.1 to I'; and I'; separately to conclude that for ¢
suitably small

(3.6) Py{Tu(@N©)>1—¢} >1—ap", i=1,2

for all § € Q. Now (3.6) implies, by virtue of Lemma 2.2 of Berk, Brown, and Cohen (1980),
that the probability of the Bayes test stopping at stage n, exceeds 1 — ap”. Hence Nr is
uniformly exponentially bounded on .0
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COROLLARY 3.4. Under the conditions of Theorem 3.3, for every 6 € supp I, R,(ér, -)
is continuous at 6,1 =1, 2.

ProOOF. Let m be a positive integer to be chosen later. The risk function for § € 0, is
(37) R1(0, 81") = Pa (Reject null hypothesis) + EONI‘]»(NPsm) + EoNl"l(Nr\>mj~

Let fon (X) = Y 7n=1 fon(Xn) Lv=n)(X»), be the density for P, relative to y on the stopped o-field
generated by N, Xi, Xz, -+, Xy. The density fyv(x) is continuous in 4 since p(x|6) is
continuous in § and only one term in the infinite sum is nonzero for any fixed x. This in
turn implies that P, (Reject null hypothesis) is continuous in 6. The term E;Nrl(np=m) is
continuous in § since it may be expressed as a finite sum of continuous functions. By virtue
of Theorem 3.3 we may choose m sufficiently large so that E¢Nr1(n>m) is arbitrarily small,
uniformly for § € @. This implies the continuity of R:(6, ér). The same proof applies to
R(8, 6r).0 '

Corollary 3.4 is of interest both in its own right and because of its applicability. Brown,
Cohen, and Strawderman (1980) obtain essentially complete classes for several models of
sequential hypothesis testing problems. In their study they find complete classes of tests
of the closure of the null hypothesis against the closure of the alternative hypothesis. They
point out that such complete classes provide essentially complete classes for testing the
corresponding null against alternative hypotheses. We now prove that for problems
satisfying the assumption of Corollary 3.4 and the modest assumptions of Theorem 3.2 of
Brown, Cohen, and Strawderman (1980), which admit compact ©, the essentially complete
class for testing ®; vs ©; is in fact a complete class (not merely an essentially complete
class) for testing ®; vs ©,. (We regard the distinction between essentially complete and
complete as important since a procedure outside a complete class is inadmissible, while a
procedure outside an essentially complete class can be admissible.)

THEOREM 3.5. Let ©, be compact. Under the conditions of Corollary 3.3 and the
conditions of Theorem 3.2 of Brown, Cohen, and Strawderman (1980), the complete class
of tests of ®, vs 0, is also a complete class for testing ©, vs O,.

PRrOOF. Let % denote the class of Bayes tests for testing ®; vs ®;. Brown, Cohen, and
Strawderman (1980) prove that £ is a complete class for testing ®; vs ;. Suppose § is an
admissible test of ©; against ©; but § & 4. Since 4 is essentially complete for testing ©,
against @, there exists a prior, I', and Bayes test 6r € 4 such that R;(6, §) = R;(6, ér) for
all € O.. i = 1. 2. Furthermore the suooort of I' must include voints in V = (8, — ©,)U(6»
— ©;), otherwise 8 would have to lie in 4. In fact the only points where R(8, §) could
possibly be different from R (6, ér) are in W = {V n supp I"}. Corollary 3.4 implies that
R:(6,8r) is uniformly continuous in neighborhoods of any such points. Also R;(6, 8) is lower
semicontinuous at such points since it may be expressed as a limit of an increasing sequence
of continuous functions. Note then that if R;(6, §) # R;(0, ér) at points in W, R;(6, §) <
R;(6, 6r). This contradicts the fact that 8r € # but § € 4.0

REMARK 3.6 A result comparable to Theorem 3.5 is true for the other two models
treated in Sections 4 and 5 of Brown, Cohen, and Strawderman (1980). One needs the
additional assumptions required in Berk’s (1970a) Theorem 5.3 to allow for the cases where
T is not proper.

REMARK 3.7 Under additional assumptions, Theorem 3.3 and Corollary 3.4 can be
proved not only for § € supp I but for all § € ©. The additional assumptions required are
those stated as Assumptions 3.2 of Berk (1970b), with the additional proviso that in
Assumption 3.2 (e), the A; form a weak base at 6, € © or the A; are contained entirely in
either ©; or ©,. The essentially step is proving these stronger versions of Theorem 3.3 and
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Corollary 3.4 is to recognize that for parameter points not in the support of the prior, the
stopping time of the Bayes procedure is bounded above by the stopping time of a weight
function procedure using I'; and I'; as weights. (See Berk (1970b) for the definition of a
weight function procedure.) Minor modifications of the proof of Berk’s (1970b) Theorem
3.4 give the required result for weight function procedures and hence for these Bayes tests.
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